Relations for Moments of Lower Generalized Order Statistics from Exponentiated Inverted Weibull Distribution
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Abstract

In this paper we consider exponentiated inverted Weibull distribution. Exact expressions and some recurrence relations for single and product moments of lower generalized order statistics are derived. Further the results are deduced for moments of order statistics and lower record values and characterization of this distribution has been considered on using conditional expectation of function of lower generalized order statistics and a recurrence relation for single moments. The first four moments, mean and variance of order statistics and record values are computed for various values of parameters.
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1. Introduction

Kamps [14] introduced the concept of generalized order statistics (gos). It is known that ordinary order statistics, sequential order statistics, Stigler’s order statistics and upper record values are special cases of gos. In this article we will consider the lower generalized order statistics (l gos) defined as follows:

Let \( n \in \mathbb{N}, \ k \geq 1, \ m \in \mathbb{R}, \) be the parameters such that
\[
\gamma_r = k + (n-r)(m+1) > 0 \quad \text{for all} \ 1 \leq r \leq n.
\]

Then \( X^*(1,n,m,k), \ldots, X^*(n,n,m,k) \) are called l gos from an absolutely continuous distribution function \((df) \ F(x)\) with the probability distribution function \((pdf) \ f(x)\) if their joint pdf has the form
\[
f_{X^*(r,n,m,k)}(x) = \frac{C_{r-1}}{(r-1)!} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1}(F(x)) \tag{1.1}
\]
for \( F^{-1}(l) > x_1 \geq x_2 \geq \ldots \geq x_n > F^{-1}(0). \)

The marginal pdf of \( r \)-th l gos, \( X^*(r,n,m,k), \) is
\[
f_{X^*(r,n,m,k)}(x) = \frac{C_{r-1}}{(r-1)!} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1}(F(x)) \tag{1.2}
\]
and the joint pdf of \( X^*(r,n,m,k) \) and \( X^*(s,n,m,k), \) \( 1 \leq r < s \leq n, \) is
\[
f_{X^*(r,n,m,k),X^*(s,n,m,k)}(x,y) = \frac{C_{s-1}}{(s-1)!} [F(x)]^{m} f(x) g_m^{r-1}(F(x)) \times [h_m(F(y)) - h_m(F(x))]^{s-r-1} [F(y)]^{\gamma_{s-1}} f(y), \ x > y, \tag{1.3}
\]
where
\[
C_{r-1} = \prod_{i=1}^{r} \gamma_i,
\]
\[
h_m(x) = \begin{cases} 
- \frac{1}{m+1} x^{m+1}, & m \neq -1 \\
- \ln x, & m = -1
\end{cases}
\]
and
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\[ g_m(x) = h_m(x) - h_n(1), \quad x \in [0, 1). \]

We shall also take \( X^*(0,n,m,k)=0 \). If \( m=0, k=1 \), then \( X^*(r,n,m,k) \) reduces to the \((n-r+1)-\)th order statistic, \( X_{n-r+1:n} \) from the sample \( X_1, X_2, \ldots, X_n \) and when \( m=-1 \), then \( X^*(r,n,m,k) \) reduces to the \( r-\)th lower \( k \) record value (Pawlas and Szynal [9]). The work of Burkschat et al. [8] may also refer for \( lgos \).

Recurrence relations for single and product moments of \( lgos \) from the inverse Weibull distribution are derived by Pawlas and Syznal [9]. Ahsanullah [7] and Mbah and Ahsanullah [2] characterized the uniform and power function distributions based on distributional properties of \( lgos \), respectively. Khan and Kumar [10, 11 & 12], Kumar and Khan [3] and Kumar [4, 5] have established recurrence relations for moments of \( lgos \) from exponentiated Pareto, exponentiated gamma and generalized exponential, exponentiated log-logistic, exponentiated Kumaraswamy and J-shaped distributions.

In this study we obtain some recurrence relations for single and product moments of \( lgos \) from exponentiated inverted Weibull distribution. The relations for order statistics and lower records are deduced from the relations derived. Further, the distribution has been characterized on using conditional expectation of function of \( lgos \) and a recurrence relation for single moment of \( lgos \).

A random variable \( X \) is said to have exponentiated inverted Weibull distribution (Flaih et al., [1]) if its pdf is of the form

\[ f(x) = \alpha \beta x^{-(\beta+1)} e^{-\alpha x^{-\beta}}, \quad x > 0, \quad \alpha, \beta > 0 \]  

(1.4)

and the corresponding df is

\[ F(x) = e^{-\alpha x^{-\beta}}, \quad x > 0, \quad \alpha, \beta > 0. \]  

(1.5)

It is easy to see that

\[ x^{\beta+1} f(x) = \alpha \beta F(x) \]  

(1.6)

The inverted Weibull and inverted exponential distributions are considered as special cases of the exponentiated inverted Weibull distribution when \( \alpha = 1 \) and
\( \beta = 1, \alpha = 1 \), respectively. More details on this distribution can be found in Flaih et al., [1].

2. Relations for single moments

In this section, we have derived the exact expressions for \( lgos \) from exponentiated inverted Weibull distribution. Further these results are used to evaluate the first four moments, mean and variance of order statistics and record values are presented in table 2.1, 2.2, 2.3 and table 2.4. We shall first establish the exact expression for \( E[X^*j(r,n,m,k)] \). Using (1.2), we have when \( m \neq -1 \)

\[
E[X^*j(r,n,m,k)] = \frac{C_{r-1}}{(r-1)!} \int_0^\infty x^j [F(x)]^{\gamma_r-1} f(x) g_m^{-1}(F(x))dx
\]

\[
= \frac{C_{r-1}}{(r-1)!} I_j(\gamma_r - 1, r - 1), \tag{2.1}
\]

where

\[
I_j(a,b) = \int_0^\infty x^j [F(x)]^a f(x) g_m^b(F(x))dx.
\] (2.2)

On expanding \( g_m^b(F(x)) = \left[ \frac{1}{m+1} [1 - (F(x))^{m+1}] \right]^b \) binomially in (2.2), we get when \( m \neq -1 \)

\[
I_j(a,b) = \frac{1}{(m+1)^b} \sum_{u=0}^{b} (-1)^u \binom{b}{u} \int_0^\infty x^j [F(x)]^{u+m+1} f(x)dx. \tag{2.3}
\]

Making the substitution \( t = -\ln F(x) \) in (2.3), we find that

\[
I_j(a,b) = \frac{\alpha^j \beta}{(m+1)^b} \sum_{u=0}^{b} (-1)^u \binom{b}{u} \int_0^\infty t^{-j/\beta} e^{-[a+u(m+1)+1] t} dt
\]
\[ E[X^*j(r,n,m,k)] = \frac{\alpha^{j/\beta} C_{r-1}}{(r-1)!} \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} \frac{\Gamma(1-j/\beta)}{(r-u)(\gamma_{r-u})^{1-j/\beta}}, \quad \beta > j, \text{ and } j = 0,1,2,\ldots \] (2.5)

and when \( m = -1 \) that

\[ E[X^*j(r,n,m,k)] = 0 \quad \text{as} \quad \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} = 0. \]

Since (2.5) is of the form \( \frac{0}{0} \) at \( m = -1 \), therefore, we have

\[ E[X^*j(r,n,m,k)] = A \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} \frac{[k + (n-r+u)(m+1)]^{-(1-j/\beta)}}{(m+1)^{r-1}}, \] (2.6)

where

\[ A = \frac{\alpha^{j/\beta} C_{r-1}}{(r-1)!} \Gamma(1-j/\beta). \]

Differentiating numerator and denominator of (2.6) \((r-1)\) times with respect to \( m \), we get

\[ E[X^*j(r,n,m,k)] = A \sum_{u=0}^{r-1} (-1)^u (r-1)^u \binom{r-1}{u} \frac{[1-j/\beta](2-j/\beta)\ldots(r-1-j/\beta)(n-r+u)^{-1}}{(r-1)! [k + (n-r+u)(m+1)]^{r-j/\beta}} \]
\[ = A \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} \frac{(1- j/ \beta)(2-j/ \beta)\ldots(r-1-j/ \beta)(r-n-u)^{r-1}}{(r-1)! [k+(n-r+u)(m+1)]^{r-j/ \beta}}. \]

On applying L’ Hospital rule, we have

\[
\lim_{m \to -1} E[X^* j(r,n,m,k)] = A \frac{(1-j/ \beta)(2-j/ \beta)\ldots(r-1-j/ \beta)}{(r-1)! k^{r-j/ \beta}} \times \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} (r-n-u)^{r-1}. \tag{2.7}
\]

But for all integers \( n \geq 0 \) and for all real numbers \( x \), we have Ruiz [13]

\[
\sum_{i=0}^{n} (-1)^i \binom{n}{i} (x-i)^n = n!. \tag{2.8}
\]

Now substituting (2.8) in (2.7) and simplifying, we find that

\[
E[X^* j(r,n,-1,k)] = E[(X_{L(r)}^j)^k] = \frac{(\alpha k)^{j/ \beta}}{(r-1)!} \Gamma(r-j/ \beta). \tag{2.9}
\]

**Special cases**

i) Putting \( m=0 \), \( k=1 \) in (2.5), the exact expression for the single moments of order statistics of the exponentiated inverted Weibull distribution can be obtained as

\[
E[X^j_{n-r+1,n}] = \alpha^{j/ \beta} C_{rn} \sum_{u=0}^{r-1} (-1)^u \binom{r-1}{u} \frac{\Gamma(1-j/ \beta)}{(n-r+1+u)^{1-j/ \beta}}. \]

That is
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\[ E[X^r_{rn}] = \alpha^{j/\beta} C_{rn} \sum_{u=0}^{n-r} (-1)^u \binom{n-r}{u} (r+u) \Gamma(1+j/\beta) \frac{(1-j/\beta)}{(r+u)^{1+j/\beta}}, \]

where

\[ C_{rn} = \frac{n!}{(r-1)!(n-r)!}. \]

ii) Putting \( k = 1 \) in (2.9), we get the exact expression for the single moments of lower records for the exponentiated inverted Weibull distribution can be obtained as

\[ E[X^{*j}(r,n,-1,1)] = E[X^j_{L(r)}] = \frac{\alpha^{j/\beta}}{(r-1)!} \Gamma(r-j/\beta). \]

Recurrence relations for single moments of \( l \)gos from (1.6) can be obtained in the following theorem.

**Theorem 2.1** For the distribution given in (1.4) and for \( 2 \leq r \leq n, \ n \geq 2 \) and \( k = 1,2,\ldots, \)

\[ E[X^{*j+\beta+1}(r,n,m,k)] = \frac{\alpha \beta \gamma_r}{j+1} \left( E[X^{*j+1}(r-1,n,m,k)] - E[X^{*j+1}(r,n,m,k)] \right). \]

**Proof** From (1.2) and (1.6), we have

\[ E[X^{*j+\beta+1}(r,n,m,k)] = \frac{\alpha \beta C_{r-1}}{(r-1)!} \int_0^{\infty} x^{j} [F(x)]^{\gamma_r} g_{m-1}^{r-1} (F(x)) dx. \]

Integrating by parts treating \( x^j \) for integration and the rest of the integrand for differentiation, we get

\[ E[X^{*j+\beta+1}(r,n,m,k)] = \frac{\alpha \beta \gamma_r}{j+1} \left[ \frac{C_{r-2}}{(r-2)!} \int_0^{\infty} x^{j+1} [F(x)]^{\gamma_r-1} f(x) g_{m-2}^{r-2} (F(x)) dx \right]. \]
and hence the result.

**Remark 2.1** Setting \( m = 0, k = 1 \) in (2.10), we obtain a recurrence relation for single moments of order statistics of the exponentiated inverted Weibull distribution in the form

\[
E[X_{n-r+ln}^{j+\beta+1}] = \frac{\alpha \beta (n-r+1)}{j+1} \{E[X_{n-r+2ln}^{j+1}] - E[X_{n-r+ln}^{j+1}]\}.
\]

That is

\[
E[X_{ln}^{j+1}] = E[X_{r-1n}^{j+1}] + \frac{j+1}{\alpha \beta (r-1)} E[X_{r-1n}^{j+\beta+1}].
\]

**Remark 2.2** Putting \( m = -1 \), in Theorem 2.1, we get a recurrence relation for single moments of lower \( k \) record values from exponentiated inverted Weibull distribution in the form

\[
E[(X_{L(r)}^{j+\beta+1}})^k] = \frac{\alpha \beta k}{j+1} \{E[(X_{L(r-1)}^{j+1})^k] - E[(X_{L(r)}^{j+1})^k]\}.
\]

**Remark 2.3** Putting \( \alpha = 1 \), in (2.10), we get the recurrence relation for single moments of lower \( k \) record values from exponentiated inverted Weibull distribution.

**Remark 2.4** For \( \alpha = 1 \) and \( \beta = 1 \), the relation in (2.10), gives the recurrence relation for single moments of lower \( k \) record values from inverted exponential distribution.

**Table 2.1:** First four moments of order statistics

<table>
<thead>
<tr>
<th>( n )</th>
<th>( r )</th>
<th>( j = 1, \beta = 2 )</th>
<th>( j = 1, \beta = 3 )</th>
<th>( j = 1, \beta = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 1 )</td>
<td>( \alpha = 2 )</td>
<td>( \alpha = 3 )</td>
<td>( \alpha = 1 )</td>
<td>( \alpha = 2 )</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.77245</td>
<td>4.44288</td>
<td>5.44140</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.03828</td>
<td>2.60258</td>
<td>3.18750</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2.50663</td>
<td>6.28319</td>
<td>7.69530</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.86746</td>
<td>2.17439</td>
<td>2.66308</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1.37992</td>
<td>3.45896</td>
<td>4.23634</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3.06998</td>
<td>7.69530</td>
<td>9.42478</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.78506</td>
<td>1.96785</td>
<td>2.41011</td>
</tr>
<tr>
<td>n</td>
<td>r</td>
<td>α = 1</td>
<td>α = 2</td>
<td>α = 3</td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.16423</td>
<td>1.55698</td>
<td>1.68850</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.99111</td>
<td>1.32546</td>
<td>1.43742</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.33735</td>
<td>1.78850</td>
<td>1.93958</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.93096</td>
<td>1.24502</td>
<td>1.35019</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.11411</td>
<td>1.48635</td>
<td>1.61190</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1.40342</td>
<td>1.93958</td>
<td>2.10342</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.60480</td>
<td>2.00513</td>
<td>2.10342</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.95970</td>
<td>1.90726</td>
<td>1.99993</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.87610</td>
<td>1.17165</td>
<td>1.27062</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.98501</td>
<td>1.31731</td>
<td>1.42858</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.09795</td>
<td>1.46834</td>
<td>1.59237</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.25756</td>
<td>1.67939</td>
<td>1.82125</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.60632</td>
<td>2.14821</td>
<td>2.32968</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>α = 1</th>
<th>α = 2</th>
<th>α = 3</th>
<th>α = 1</th>
<th>α = 2</th>
<th>α = 3</th>
<th>α = 1</th>
<th>α = 2</th>
<th>α = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.48919</td>
<td>2.92626</td>
<td>3.44152</td>
<td>3.62561</td>
<td>22.10725</td>
<td>29.96423</td>
<td>2.21816</td>
<td>7.45768</td>
<td>9.51170</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.01338</td>
<td>1.99130</td>
<td>2.34193</td>
<td>1.15570</td>
<td>7.03468</td>
<td>9.53483</td>
<td>1.07422</td>
<td>3.61163</td>
<td>4.60636</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.88357</td>
<td>1.73622</td>
<td>2.04193</td>
<td>0.84886</td>
<td>5.17594</td>
<td>7.01548</td>
<td>0.85682</td>
<td>2.87890</td>
<td>3.67183</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.27301</td>
<td>2.50147</td>
<td>2.94192</td>
<td>1.76337</td>
<td>10.75218</td>
<td>14.57353</td>
<td>1.51009</td>
<td>5.07708</td>
<td>6.47543</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.81791</td>
<td>1.60720</td>
<td>1.89020</td>
<td>0.72903</td>
<td>4.39590</td>
<td>5.95821</td>
<td>0.75646</td>
<td>2.54331</td>
<td>3.24380</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.08054</td>
<td>2.12326</td>
<td>2.49712</td>
<td>1.23264</td>
<td>7.51606</td>
<td>10.18730</td>
<td>1.15573</td>
<td>3.88570</td>
<td>4.95591</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.46548</td>
<td>2.87967</td>
<td>3.38673</td>
<td>2.29409</td>
<td>13.98829</td>
<td>18.95977</td>
<td>1.86445</td>
<td>6.26846</td>
<td>7.99495</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2.59283</td>
<td>5.09492</td>
<td>5.99203</td>
<td>10.25477</td>
<td>62.52873</td>
<td>84.75163</td>
<td>5.09599</td>
<td>17.13324</td>
<td>21.85216</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.77665</td>
<td>1.52612</td>
<td>1.79484</td>
<td>0.64793</td>
<td>3.95075</td>
<td>5.35485</td>
<td>0.69694</td>
<td>2.34319</td>
<td>2.98857</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.98297</td>
<td>1.93154</td>
<td>2.21764</td>
<td>1.01295</td>
<td>6.17650</td>
<td>8.37164</td>
<td>0.99454</td>
<td>3.34376</td>
<td>4.26471</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>1.22689</td>
<td>2.41084</td>
<td>2.83534</td>
<td>1.56218</td>
<td>9.52541</td>
<td>12.91077</td>
<td>1.39752</td>
<td>4.69861</td>
<td>5.99272</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>2.83491</td>
<td>5.57059</td>
<td>6.55146</td>
<td>12.12996</td>
<td>73.92003</td>
<td>100.19143</td>
<td>5.82606</td>
<td>19.58780</td>
<td>24.98275</td>
</tr>
<tr>
<td>$n$</td>
<td>$r$</td>
<td>$j = 4$</td>
<td>$\beta = 5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha = 1$</td>
<td>$\alpha = 2$</td>
<td>$\alpha = 3$</td>
<td>$\alpha = 1$</td>
<td>$\alpha = 2$</td>
<td>$\alpha = 3$</td>
<td>$\alpha = 1$</td>
<td>$\alpha = 2$</td>
<td>$\alpha = 3$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4.59084</td>
<td>36.69518</td>
<td>50.75537</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.18856</td>
<td>9.50034</td>
<td>13.14051</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.99312</td>
<td>63.89002</td>
<td>88.37024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.84894</td>
<td>6.78572</td>
<td>9.38575</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.86780</td>
<td>14.92958</td>
<td>20.65003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.05578</td>
<td>88.37024</td>
<td>122.23034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.71093</td>
<td>5.68257</td>
<td>7.85992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.26298</td>
<td>10.09516</td>
<td>13.96324</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.47263</td>
<td>19.76400</td>
<td>27.33681</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>13.91684</td>
<td>111.23898</td>
<td>153.86152</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.63339</td>
<td>5.06277</td>
<td>7.00263</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.02110</td>
<td>8.16179</td>
<td>11.28908</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.62580</td>
<td>12.99522</td>
<td>17.97450</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.03718</td>
<td>24.27652</td>
<td>33.57835</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>16.63675</td>
<td>132.97960</td>
<td>183.93231</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.2** Variance of order statistics

<table>
<thead>
<tr>
<th>$n$</th>
<th>$r$</th>
<th>$\beta = 3$</th>
<th>$\beta = 4$</th>
<th>$\beta = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\alpha = 1$</td>
<td>$\alpha = 2$</td>
<td>$\alpha = 3$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.845299</td>
<td>6.055111</td>
<td>7.934462</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.101025</td>
<td>1.771811</td>
<td>2.328786</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.341841</td>
<td>9.611947</td>
<td>12.59516</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.046827</td>
<td>1.278970</td>
<td>1.675936</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.143173</td>
<td>2.580839</td>
<td>3.381845</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.758289</td>
<td>12.59516</td>
<td>16.50432</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.030050</td>
<td>1.079927</td>
<td>1.415116</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.061176</td>
<td>1.771471</td>
<td>2.321295</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.179519</td>
<td>3.257430</td>
<td>4.268414</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.13021</td>
<td>15.25798</td>
<td>19.99357</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.022215</td>
<td>0.969231</td>
<td>1.270057</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.036626</td>
<td>1.451593</td>
<td>1.902145</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.074080</td>
<td>2.183041</td>
<td>2.860582</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.212453</td>
<td>3.864856</td>
<td>5.064378</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2.471673</td>
<td>17.70528</td>
<td>23.20055</td>
</tr>
</tbody>
</table>
Table 2.3  First four moments of lower records

<table>
<thead>
<tr>
<th>r</th>
<th>j = 1, (\beta = 2)</th>
<th>j = 1, (\beta = 3)</th>
<th>j = 1, (\beta = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\alpha = 1)</td>
<td>(\alpha = 2)</td>
<td>(\alpha = 3)</td>
</tr>
<tr>
<td>1</td>
<td>1.77245</td>
<td>2.50663</td>
<td>3.06998</td>
</tr>
<tr>
<td>2</td>
<td>0.88623</td>
<td>1.25331</td>
<td>1.53499</td>
</tr>
<tr>
<td>3</td>
<td>0.66467</td>
<td>0.93999</td>
<td>1.15124</td>
</tr>
<tr>
<td>4</td>
<td>0.55389</td>
<td>0.78332</td>
<td>0.94937</td>
</tr>
<tr>
<td>5</td>
<td>0.48466</td>
<td>0.68541</td>
<td>0.83945</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>r</th>
<th>j = 1, (\beta = 5)</th>
<th>j = 2, (\beta = 3)</th>
<th>j = 2, (\beta = 4)</th>
<th>j = 3, (\beta = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\alpha = 1)</td>
<td>(\alpha = 2)</td>
<td>(\alpha = 3)</td>
<td>(\alpha = 4)</td>
</tr>
<tr>
<td>1</td>
<td>1.16423</td>
<td>1.33735</td>
<td>1.86532</td>
<td>2.08684</td>
</tr>
<tr>
<td>2</td>
<td>0.93138</td>
<td>1.06988</td>
<td>1.16025</td>
<td>1.25331</td>
</tr>
<tr>
<td>3</td>
<td>0.83825</td>
<td>0.96289</td>
<td>1.04423</td>
<td>1.23831</td>
</tr>
<tr>
<td>4</td>
<td>0.78236</td>
<td>0.89870</td>
<td>0.97461</td>
<td>0.97311</td>
</tr>
<tr>
<td>5</td>
<td>0.74324</td>
<td>0.85376</td>
<td>0.92588</td>
<td>0.89454</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>r</th>
<th>j = 4, (\beta = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\alpha = 1)</td>
</tr>
<tr>
<td>1</td>
<td>4.59084</td>
</tr>
<tr>
<td>2</td>
<td>0.91817</td>
</tr>
<tr>
<td>3</td>
<td>0.55090</td>
</tr>
<tr>
<td>4</td>
<td>0.40399</td>
</tr>
<tr>
<td>5</td>
<td>0.32320</td>
</tr>
</tbody>
</table>

Table 2.4  Variance of lower records

<table>
<thead>
<tr>
<th>r</th>
<th>(\beta = 3)</th>
<th>(\beta = 4)</th>
<th>(\beta = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\alpha = 1)</td>
<td>(\alpha = 2)</td>
<td>(\alpha = 3)</td>
</tr>
<tr>
<td>1</td>
<td>0.845299</td>
<td>1.341841</td>
<td>1.758289</td>
</tr>
<tr>
<td>2</td>
<td>0.708022</td>
<td>0.123864</td>
<td>0.162318</td>
</tr>
<tr>
<td>3</td>
<td>0.029380</td>
<td>0.046647</td>
<td>0.061107</td>
</tr>
<tr>
<td>4</td>
<td>0.015870</td>
<td>0.025187</td>
<td>0.033905</td>
</tr>
<tr>
<td>5</td>
<td>0.010116</td>
<td>0.016063</td>
<td>0.021048</td>
</tr>
</tbody>
</table>
3. Relations for product moments

**Theorem 3.1**  For the given exponentiated inverted Weibull distribution in (1.3) and $n \geq 2$, $m \in \mathbb{R}$, $1 \leq r < r+1 \leq n$,

\[
E[X^{ni}(r,n,m,k)X^{j+i+1}(r+1,n,m,k)] = \frac{\alpha \beta \gamma}{j+1} E[X^{ni+j+i+1}(r,n,m,k)]
\]

- \[E[X^{ni}(r,n,m,k)X^{j+1}(r+1,n,m,k)] \right]

and for $1 \leq r < s \leq n$, $s-r \geq 2$ and $i, j \geq 0$,

\[
E[X^{ni}(r,n,m,k)X^{j+i+1}(s,n,m,k)]
\]

\[= \frac{\alpha \beta \gamma_s}{j+1} E[X^{ni}(r,n,m,k)X^{j+i+1}(s-1,n,m,k)]
\]

- \[E[X^{ni}(r,n,m,k)X^{j+1}(s,n,m,k)] \right].

**Proof**  From (1.3), we have

\[
E[X^{ni}(r,n,m,k)X^{j+i+1}(s,n,m,k)]
\]

\[= \frac{C_{s-1}}{(s-r-1)!} \int_0^\infty \int_0^\infty x^j [F(x)]^m g_m r^{-1}(F(x))I(x)dx,
\]

where

\[
I(x) = \int_0^\infty y^{j+i+1} [h_m(F(y)) - h_m(F(x))]^{s-r-1} [F(y)]^{\gamma_s-1} f(y)dy
\]
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\[
= \alpha \beta \int_0^x y^j [h_m(F(y)) - h_m(F(x))]^{s-r} y^r dy
\]

upon using the relation in (1.6). Integrating now by parts treating \(y^j\) for integration and the rest of the integrand for differentiation, we obtain when \(s = r + 1\) that

\[
I(x) = \frac{\alpha \beta \gamma_{r+1}}{j+1} \left\{ \frac{x^{j+1}}{\gamma_{r+1}} [F(x)]^{\gamma_{r+1}} - \int_0^x y^{j+1} [F(y)]^{\gamma_{r+1} - 1} f(y) dy \right\}
\]

and when \(s > r + 1\) that

\[
I(x) = \frac{\alpha \beta \gamma_s}{j+1} \left\{ \frac{(s-r-1)}{\gamma_s} \int_0^x y^{j+1} [h_m(F(y)) - h_m(F(x))]^{s-r-2} [F(y)]^{\gamma_s + m} f(y) dy - \int_0^x y^{j+1} [h_m(F(y)) - h_m(F(x))]^{s-r-1} f(y) dy \right\}.
\]

Upon substituting the above expressions for \(I(x)\) in (3.3), we have, after simplifications, the recurrence relations (3.1) and (3.2).

**Remark 3.1** Setting \(m = 0\), \(k = 1\), in (3.2), we obtain recurrence relations for product moments of order statistics for the exponentiated inverted Weibull distribution in the form

\[
E[X_{n-r+1:n}^i X_{n-s+1:n}^{j+\beta+1}] = \frac{\alpha \beta (n-s+1)}{j+1} \left\{ E[X_{n-r+1:n}^i X_{n-s+2:n}^{j+1}] - E[X_{n-r+1:n}^i X_{n-s+1:n}^{j+1}] \right\}.
\]

That is

\[
E[X_{r:n}^{i+j+1} X_{s:n}^j] = E[X_{r-l:n}^{i+j} X_{s:n}^j] + \frac{i+1}{\alpha \beta (r-1)} E[X_{r-l:n}^{i+\beta+1} X_{s:n}^j].
\]
Remark 3.2 Setting \( m = -1 \) and \( k \geq 1 \), in Theorem 3.1, we get the recurrence relations for product moments of lower \( k \) record values from exponentiated inverted Weibull distribution in the form

\[
E[(X_{L(r)}^i)^k (X_{L(s)}^{j+1})^k] = \frac{\alpha \beta k}{j+1} \{E[(X_{L(r)}^i)^k (X_{L(s-1)}^{j+1})^k] - E[(X_{L(r)}^i)^k (X_{L(s)}^{j+1})^k]\}.
\]

Remark 3.3 Putting \( \alpha = 1 \), in (3.1) and (3.2), we deduce the recurrence relations for product moments of lower \( s \) from inverted Weibull distribution.

Remark 3.4 For \( \theta = 1 \) and \( \beta = 1 \), the relations in (3.1) and (3.2) give the recurrence relations for product moments of lower \( s \) from inverted exponential distribution.

Remark 3.5 At \( s = 0 \), Theorem 3.1 can be reduced to Theorem 2.1.

4. Characterization

This Section, contains characterization of exponentiated inverted Weibull distribution by using conditional expectation of function of \( l \) gos and a recurrence relation for single moments of \( l \) gos.

Let \( X^*(r,n,m,k) \), \( r=1,2,\ldots,n \) be \( l \) gos from a continuous population with \( df \) \( F(x) \) and \( pdf \) \( f(x) \), then the conditional \( pdf \) of \( X^*(s,n,m,k) \) given \( X^*(r,n,m,k) = x \), \( 1 \leq r < s \leq n \), in view of (1.2) and (1.3), is

\[
 f_{X^*(s,n,m,k)|X^*(r,n,m,k)}(y|x) = \frac{C_{s-1}}{(s-r-1)!C_{r-1}} [F(x)]^{m-y_r+1} \\
\times [h_m(F(y)) - h_m(F(x))]^{s-r-1} [F(y)]^{y_s-1} f(y). \tag{4.1}
\]

Theorem 4.1 Let \( X \) be a non-negative random variable having an absolutely continuous distribution function \( F(x) \) with \( F(0) = 0 \) and \( 0 < F(x) < 1 \) for all \( x > 0 \), then
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\[ E[\xi(X^*(s,n,m,k)) \mid X^*(l,n,m,k) = x] = e^{-\alpha x^{-\beta}} \prod_{j=1}^{s-1} \left( \frac{\gamma_{l+j}}{\gamma_{l+j} + 1} \right), \quad l = r, r + 1 \quad (4.2) \]

if and only if

\[ F(x) = e^{-\alpha x^{-\beta}}, \quad x > 0, \quad \alpha, \beta > 0, \]

where

\[ \xi(x) = e^{-\alpha y^{-\beta}}. \]

**Proof**  From (4.1), we have

\[ E[\xi(X^*(s,n,m,k)) \mid X^*(r,n,m,k) = x] = \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}} \]

\[ \times \int_0^x e^{-\alpha \gamma^{-\beta}} \left[ 1 - \left( \frac{F(y)}{F(x)} \right)^{m+1} \right]^{s-r-1} \left( \frac{F(y)}{F(x)} \right)^{\gamma_{s-1}} \frac{f(y)}{F(x)} \, dy. \quad (4.3) \]

By setting \( u = \frac{F(y)}{F(x)} e^{-\alpha \gamma^{-\beta}} \) from (1.4) in (4.3), we obtain

\[ E[\xi(X^*(s,n,m,k)) \mid X^*(r,n,m,k) = x] = \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}} \]

\[ \times e^{-\alpha x^{-\beta}} \int_0^1 u^{\gamma_{s-1}} (1-u^{m+1})^{s-r-1} \, du. \quad (4.4) \]

Again by setting \( t = u^{m+1} \) in (4.4), we get

\[ E[\xi(X^*(s,n,m,k)) \mid X^*(r,n,m,k) = x] = \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r}} \]
\begin{equation}
\times e^{-\alpha x^{-\beta}} \int_0^{k+1 \over m+1} t^{n-s-1} (1-t)^{s-r-1} dt
\end{equation}

\begin{align*}
C_{s-1} e^{-\alpha x^{-\beta}} & \frac{\Gamma\left(\frac{k+1}{m+1} + n - s\right)}{C_{r-1} (m+1)^{s-r}} \\
C_{r-1} (m+1)^{s-r} & \frac{\Gamma\left(\frac{k+1}{m+1} + n - r\right)}{\Gamma\left(\frac{k+1}{m+1} + n - r\right)} \\
= & e^{-\alpha x^{-\beta}} \prod_{j=1}^{s-r} \left(\frac{\gamma_{r+j}}{\gamma_{r+j} + 1}\right)
\end{align*}

and hence the relation in (4.2).

To prove sufficient part, we have from (4.1) and (4.2)

\begin{equation}
\frac{C_{s-1}}{(s-r-1)! C_{r-1} (m+1)^{s-r-1}} \int_0^{x} e^{-\alpha y^{-\beta}} \left[(F(x))^{m+1} - (F(y))^{m+1}\right]^{s-r-1}
\times [F(y)]^{\gamma_{s-1}} f(y) dy = [F(x)]^{\gamma_{r+1}} H_r(x),
\end{equation}

where

\begin{equation}
H_r(x) = e^{-\alpha x^{-\beta}} \prod_{j=1}^{s-r} \left(\frac{\gamma_{r+j}}{\gamma_{r+j} + 1}\right).
\end{equation}

Differentiating (4.5) both the sides with respect to \( x \), we get

\begin{equation}
\frac{C_{s-1} [F(x)]^m f(x)}{(s-r-2)! C_{r-1} (m+1)^{r-r-2}} \int_0^{x} e^{-\alpha y^{-\beta}} \left[(F(x))^{m+1} - (F(y))^{m+1}\right]^{r-r-2}
\times [F(y)]^{\gamma_{s-1}} f(y) dy = H'_r(x) [F(x)]^{\gamma_{r+1}} + \gamma_{r+1} H_r(x) [F(x)]^{\gamma_{r+1}-1} f(x)
\end{equation}

or
\[
\gamma_{r+1} H_{r+1}(x) [F(x)]^{\gamma_{r+2} + m} f(x)
= H'_r(x) [F(x)]^{\gamma_{r+1}} + \gamma_{r+1} H_r(x) [F(x)]^{\gamma_{r+1} - 1} f(x),
\]
where
\[
H'_r(x) = \alpha \beta x^{-(\beta+1)} e^{-\alpha x^{-\beta}} \prod_{j=1}^{s-r} \left( \frac{\gamma_{r+j}}{\gamma_{r+j} + 1} \right),
\]
\[
H_{r+1}(x) - H_r(x) = e^{-\alpha x^{-\beta}} \prod_{j=1}^{s-r} \left( \frac{\gamma_{r+j}}{\gamma_{r+j} + 1} \right).
\]
Therefore,
\[
\frac{f(x)}{F(x)} = \frac{H'_r(x)}{\gamma_{r+1} [H_{r+1}(x) - H_r(x)]} = \alpha \beta x^{-(\beta+1)}
\]
which proves that
\[
F(x) = e^{-\alpha x^{-\beta}}, \quad x > 0, \quad \alpha, \beta > 0.
\]

**Theorem 4.2** Let \( X \) be a non-negative random variable having an absolutely continuous distribution function \( F(x) \) with \( F(0) = 0 \) and \( 0 < F(x) < 1 \) for all \( x > 0 \), then
\[
E[X^{*j+\beta+1}(r, n, m, k)] = \frac{\alpha \beta \gamma_r}{j+1} [E[X^{*j+1}(r-1, n, m, k)] - E[X^{*j+1}(r, n, m, k)]] \quad (4.6)
\]
if and only if
\[
F(x) = e^{-\theta(x) \beta}, \quad x > 0, \quad \alpha, \beta > 0.
\]
Proof The necessary part follows immediately from equation (2.10). On the other hand if the recurrence relation in equation (4.6) is satisfied, then on using equation (1.2), we have

\[
\frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+\beta+1} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1} (F(x)) dx
\]

\[= \frac{\alpha \beta (r-1)}{j+1} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+1} [F(x)]^{\gamma_r+m} f(x) g_m^{r-2} (F(x)) dx
\]

\[- \frac{\alpha \beta \gamma_r}{j+1} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+1} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1} (F(x)) dx
\]

\[= \frac{\alpha \beta}{j+1} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+1} [F(x)]^{\gamma_r} f(x) g_m^{r-2} (F(x))
\]

\[\times \left\{ (r-1)[F(x)]^m - \frac{\gamma_r g_m (F(x))}{F(x)} \right\} dx.
\]

(4.7)

Let \( h(x) = -[F(x)]^{\gamma_r} g_m^{r-1} (F(x)) \) (4.8)

and \( h'(x) = [F(x)]^{\gamma_r} f(x) g_m^{r-2} (F(x)) \left\{ (r-1)[F(x)]^m - \frac{\gamma_r g_m (F(x))}{F(x)} \right\} \).

Thus,

\[
\frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+\beta+1} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1} (F(x)) dx
\]

\[= \frac{\alpha \beta}{j+1} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+1} h'(x) dx.
\]

(4.9)

Now integrating RHS in (4.9) by parts and using the value of \( h(x) \) from (4.8), we get

\[
\frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j+\beta+1} [F(x)]^{\gamma_r-1} f(x) g_m^{r-1} (F(x)) dx = \alpha \beta \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{j} [F(x)]^{\gamma_r} g_m^{r-1} (F(x)) dx
\]

which reduces to
\[
\frac{C_{r-1}}{(r-1)!} \int_0^\infty x^j [F(x)]^{r-1} g_m^{-1}(F(x))(\alpha \beta F(x) - x^\beta f(x)) \, dx = 0. \tag{4.10}
\]

Now applying a generalization of the Müntz-Szász Theorem (Hwang and Lin, [6]) to equation (4.10), we get

\[
\frac{f(x)}{F(x)} = \alpha \beta x^{-(\beta+1)}
\]

which proves that

\[
F(x) = e^{-\alpha x^{-\beta}}, \quad x > 0, \quad \alpha, \beta > 0.
\]

**Computations of the moments and their Applications**

The exact and explicit expressions for the single moments of order statistics and record statistics allow us to evaluate the mean and variance of all order statistics and record statistics. Table 2.1, 2.2 and Table 2.3, 2.4 present the mean and variance of order statistics and record statistics of exponentiated inverted Weibull distribution respectively.

**5. Conclusion**

This paper deals with the $lgos$ from the exponentiated inverted Weibull distribution. Some explicit expressions and recurrence relations for single and product moments are derived. Characterizing results of this distribution has been obtained by using conditional expectation of function of $lgos$ and a recurrence relation for single moments of $lgos$. Special cases are also deduced.
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